
 

 

 

 

 

 

 

 

 

 

Introducing TreeNet® Gradient Boosting Machine 

 

This guide describes the TreeNet® product and illustrates some practical 
examples of its basic usage and approach. 
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TreeNet ® Introduction  

Stochastic gradient boosting, commonly referred to as ñgradient boostingò, is a revolutionary advance in 
machine learning technology. Gradient Boosting was developed by Stanford Statistics Professor Jerome 
Friedman in 2001. TreeNet® software implements the gradient boosting algorithm and was originally written 
by Dr. Friedman himself, whose code and proprietary implementation details are exclusively licensed to 
Salford Systems. 

Gradient Boosting Algorithm  

1. For each record in the learn sample, supply an initial value specific to the chosen loss function 

2. Sample s percent of the records in the learn sample randomly 

3. Compute the generalized residual for the records in the sample from Step 2 

4. For the records sampled in Step 2, fit a CART tree with a maximum of J terminal nodes to the 

generalized residuals computed in Step 3 

5. Use the CART tree in Step 3 to update the model (the updates depend on the loss function) but 

shrink the update by the learning rate ♪ 

Repeat Steps 2-4 M times 

The final model is the following: ╣►▄▄╝▄◄  ὭὲὭὸὭὥὰ ὺὥὰόὩ ♪ὅὃὙὝ ♪ὅὃὙὝỄ ♪ὅὃὙὝ╜ 

 

The following is a picture of one of the main model setup menus in TreeNet software. Be sure to set the 

Analysis Engine to TreeNet Gradient Boosting Machine and then navigate to the TreeNet Tab.  

 

Each of the M iterations corresponds to fitting a CART tree to the generalized residuals so the number of 

iterations = number of trees built; and thus, we use the terminology ñNumber of trees to build.ò 
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Basic Principles of TreeNet ® 

TreeNet is a revolutionary advance in data mining technology developed by Jerome Friedman, one of the 

world's outstanding data mining researchers. TreeNet offers exceptional accuracy, blazing speed, and a 

high degree of fault tolerance for dirty and incomplete data. It can handle both classification and regression 

problems and is remarkably effective in traditional numeric data mining and text mining. 

A TreeNet model normally consists of several hundred to several thousand small trees, each typically 

containing about six terminal nodes. Each tree contributes a small portion to the overall model and the final 

model prediction is the sum of all the individual tree contributions. You can think of the TreeNet model as a 

black box that delivers exceptionally accurate models. TreeNet offers detailed self-testing to document its 

reliability on your own data. In many ways, the TreeNet model is not that mysterious, although it is 

undeniably complex. You do not need to concern yourself with that complexity because all results, 

performance measures, and explanatory graphs can be understood by anyone familiar with basic data 

mining principles. However, if you want to understand the details of TreeNet model construction, refer to 

the following outline 

The model is similar in spirit to a long series expansion, such as a Fourier or Taylor series, which is a sum 

of factors that becomes progressively more accurate as the expansion continues. The expansion can be 

written as: 

 

In the equation above, each Ti can be considered a small tree. You should read this as a weighted sum of 

terms, each of which is obtained from the appropriate terminal node of a small tree.  

In this example, the first few terms from a regression model based on a well-known data set: the Boston 

Housing data extracted from the 1970 US Census. This data set is usually used to build models that predict 

the median value of houses in a neighborhood based on quality-of-life variables, such as crime rate, school 

quality, and socioeconomic status of the neighborhood, and a few core housing descriptors, such as typical 

house age and size. 

 

The model above begins with an estimate of mean home value (in 1970) of $22,533. We can use this as a 

baseline from which adjustments will be made to reflect characteristics of the housing and the 

neighborhood. In the first term, the model states that the mean value would be adjusted upwards by $13,541 

for larger homes, and adjusted upwards again by $2,607 for neighborhoods with good socioeconomic status 

indicators. In practice, the adjustments are usually much smaller than shown in this regression example 

and hundreds of adjustments may be needed. The final model is a collection of weighted and summed 

trees.  

Although this example is a regression, the same scheme is used for classification problems. For binary 

classification problems, a yes or no response is determined by whether the sign of the predicted outcome 

is positive or negative. For multi-class problems, a score is developed separately for each class via class-

specific expansions and the scores are converted into a set of probabilities of class membership. 

() () () ()XTXTXTFXF MMbbb ++++= ...22110
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The Boston housing regression example above uses the smallest possible two-node tree in each stage. 

More complicated models tracking complex interactions are possible with three or more nodes at each 

stage. The TreeNet default uses a six-node tree, but the optimal tree size for any specific modeling task 

can only be determined through trial and error. We have worked on problems that are handled perfectly 

well with two-node trees, and one of our award-winning data mining models used nine-node trees. 

Fortunately, TreeNet models run very quickly, so it is easy to experiment with a few different-sized trees to 

determine which will work best for your problem. 

Typical Questions and Answers about TreeNet  

What are the advantages of TreeNet? 

In our experience TreeNet is the closest tool we have ever encountered to a fully-automated statistician. 

TreeNet can deal with substantial data quality issues, decide how a model should be constructed, select 

variables, detect interactions, address missing values, ignore suspicious data values, prevent the model 

from being dominated by just a few ultra-powerful variables, and resist any overfitting. 

Typically, the result is a model that is far more accurate than any model built by data-mining tools and at 

least as accurate than any model built by experts working for weeks or months. Of course, there is no 

substitute for a good understanding of the subject matter and problems being addressed and a reasonable 

familiarity with the data is always required for reliable results. However, given that, TreeNet can give you a 

substantial advantage in reaching high-performance models quickly.  

Below is a summary of TreeNetôs key features:  

Automatic selection from thousands of candidate predictors. 

Å No prior variable selection or data reduction is required. 

Ability to handle data without preprocessing. 

Å Data do not need to be rescaled, transformed, or modified in any way. 

Å Resistance to outliers in predictors or the target variable. 

Å Automatic handling of missing values. 

Å General robustness to dirty and partially inaccurate data. 

High Speed: 

Å Trees are grown quickly; small trees are grown extraordinarily quickly. 

Å TreeNet is able to focus on the data that are not easily predictable as the model evolves. As 
additional trees are grown, fewer and fewer data need to be processed. 

Å TreeNet is frequently able to focus much of its training on just 20% of the available data (all 
accomplished automatically without user intervention). 

Resistance to Overtraining. 

Å When working with large data bases even models with 2,000 trees show little evidence of 
overtraining. 

TreeNetôs robustness extends to the most serious of all data errors: when the target variable itself is 

sometimes incorrect, for example, when a ñyesò is incorrectly recorded as a ñno,ò or vice versa. In the 
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machine learning world, such data are said to be contaminated with erroneous target labels. For example, 

in medicine, there is some risk that patients labeled as healthy are in fact ill and vice versa. This type of 

data error can be challenging for conventional data mining methods and can be catastrophic for 

conventional forms of ñboosting.ò In contrast, TreeNet is generally immune to such errors as it dynamically 

rejects training data points too much at variance with the existing model 

In addition, TreeNet adds the advantage of a degree of accuracy usually not attainable by a single model 

or by ensembles such as bagging or conventional boosting. Independent real-world tests in text mining, 

fraud detection, and credit worthiness have shown TreeNet to be dramatically more accurate on test data 

than other competing methods. 

Of course, no one method can be best for all problems in all contexts. Typically, if TreeNet is not well suited 

for a problem, it will yield accuracies on par with a single CART® tree. 

What are the advantages of TreeNet over a neural net? 

Several of our most avid TreeNet users are former neural network advocates who have discovered how 

much faster and easier it is to get their modeling done with TreeNet while sacrificing nothing in the area of 

accuracy. In contrast to neural networks, TreeNet is not overly sensitive to data errors and needs no time-

consuming data preparation, preprocessing, or imputation of missing values. TreeNet is especially adept 

at dealing with errors in the target variable, a type of data error that could be catastrophic for a neural net. 

TreeNet is resistant to overtraining and can be 10 to 100 times faster than a neural net. Finally, TreeNet is 

not troubled by hundreds or thousands of predictors. 

What is the technology underlying TreeNet and how does it differ from boosting? 

TreeNet is a proprietary methodology developed in 1997 by Stanford's Jerome Friedman, a co-author of 

CART®, the author of MARS® and PRIM, and the inventor of Projection Pursuit regression, the methodology 

known as ñstochastic gradient boostingò; the trade secrets of the technology are embedded exclusively in 

TreeNet. Others may eventually try to develop technology based on the public descriptions offered by 

Professor Friedman, but hundreds of technical details remain exclusive to Salford Systems.  

What is the TreeNet track record? 

TreeNet technology has been tested in a broad range of industrial and research settings and has 

demonstrated considerable benefits. In tests in which TreeNet was pitted against expert modeling teams 

using a variety of standard data mining tools, TreeNet was able to deliver results within a few hours 

comparable to or better than results that required months of hands-on development by expert data mining 

teams. 

TreeNet was designated ñMost Accurateò in the KDD Cup 2004 data mining competition (sponsored by the 

Association for Computing Machineryôs data mining SIG). TreeNet also won first place in all four competitive 

categories in the 2002 Duke University/NCR Teradata Churn modeling competition and numerous other 

competitions since.  

How does TreeNet fit into the Salford Systems data mining solution? 

The Salford Systems data mining solution rests on two groups of technologies: CART, MARS for accurate 

easy-to-understand models and TreeNet and Random Forests for ultra-high performing, but potentially very 

complex, models interpreted via supporting graphical displays. Even in circumstances where interpretability 

and transparency are mandatory and a model must be expressible in the form of rules, TreeNet can serve 

a useful function by benchmarking the maximum achievable accuracy against which interpretable models 

can be compared. 
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TreeNet Settings 

Model Tab 

 

Analysis Engine 
Specify the type of model to build. To build a TreeNet model, click the dropdown box and select ñTreeNet 

Gradient Boosting Machine.ò 

Target Type 
A target type of ñRegressionò means that the target variable is quantitative, whereas a target type of 

ñClassificationò the target variable is a character variable or a numbered target variable where each 

number corresponds to a class. 

Target 
7 MODEL <depvar name> [= <predictor_list>]  

Specify the dependent variable. In SPM, the dependent variable is referred to as the ñtarget variable.ò  

Predictor 
7 KEEP <predictor_list>  

Specify the predictor variables to be considered in the model by clicking the desired checkboxes 
corresponding to the variable names listed on the left. To select all variables as predictors, click the 
ñPredictorò label (top of the purple rectangle above) and then click the Select Predictors checkbox to 
check all the checkboxes simultaneously. To select a particular subset of variables as predictors, highlight 
the desired group of variables by clicking and dragging and then click the Select Predictors checkbox. 
In SPM we call the list of predictor variables in the model the ñKEEP list.ò 
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Categorical 
7 CATEGORICAL <predictor_list>  

Specify the variables to be treated as categorical in the model by clicking the desired checkboxes 
corresponding to the variable names listed on the left. To select all variables as categorical, click the 
ñCategoricalò label (top of the green rectangle above) and then click the Select Cat. Checkbox to check 
all the checkboxes simultaneously. To select a particular subset of variables as categorical, highlight the 
desired group of variables by clicking and dragging and then click the Select Cat. checkbox. 

Weight 
7 WEIGHT <weight_variable_name>  

Specify the variable to use as a case weight. The case weight values must be numeric and may take on 

fractional, but not negative, values. 

Cancel Button 
Exit the model setup without saving the current model settings.  

Continue Button 
Exit the model setup while saving the current model settings.  

Start Button 
7 TREENET GO  

Build the TreeNet model. 
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Sort Control 
Sort the variable names list on the left by their alphabetical or file order by clicking the arrow and 

selecting the desired option. The default order is alphabetical and in the picture above it is ñFile Order.ò 

Filter 
7 KEEP <_CHARACTER_|_NUMERIC_> 

You can construct the model using only categorical variables by clicking ñCharacterò or only numeric 

variables by clicking ñNumeric.ò  

Set Focus Classé Button 
7 FOCUS <variable1> = <class1> [<variable2>=<class2>é]  

Appropriate for a Target type of ñClassification/Logistic Binaryò only. This allows you to set the event of 

interest which is referred to as the ñFocus Classò in SPM. For instance, to predict if someone has a 

disease, then your target variable could have two values: 0 if the patient does not have the disease or 1 if 

the patient does have the disease. If you want the predicted probabilities to be the probability that a 

patient has a disease, then set the focus class to 1. See the Focus Class: Specifying the Event of Interest 

section for information about the focus class setup. 

Save Groveé Button 
Results in SPM are saved in a special file called a grove. A grove file stores the model itself as well as 

useful summary information, SPM commands, and more. Click this button to specify a save location for 

the model and the model will be saved immediately after the modeling run has been completed.  
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Categorical Tab 

  

 

In the Categorical Tab (yellow rectangle above), you will see values for the ñNumber of Levelsò for each 
categorical variable (blue rectangle above) if you compute summary statistics first; otherwise, you will 
see ñUnknown.ò Click the summary statistics shortcut button (light blue rectangle below) to access the 
summary statistics option 

 

Click the Set Class Names button in the picture above to set labels for categorical variables 

Set Class Names 

After you click the Set Class Names button in the picture above, you will see the Categorical Variable 
Class Names menu that is shown on the right in the picture above: 

1. ñFile Valueò is the original value of the variable in the dataset whereas ñDisplay Valueò is the 
label that you want to add in place of the original value in the dataset.  

a. Type both the file values and display values as you want them to appear (purple 
rectangle above).    

2. Click the ăAdd button to add the label for the variable Z1 and you will see the labels added 
to the desired variable in the left pane (green rectangle above).  

3. Click the Done button when you are finished adding labels.    
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Testing Tab 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No independent testing ï exploratory model  
7 PARTITION NONE 

In this mode, no external evaluation is performed. The entire dataset is used for training, and therefore, the 
final results will include only training data. The best model is almost always the largest.  

Fraction of Cases Selected at Random (FAST)  
7 PARTITION TEST = .2, DRAW = FAST  

This results in a model built using approximately 20% of the data for testing. Final results are reported for 
both the training and testing data, and the percentage can be modified. 

Fraction of Cases Selected at Random (EXACT)  
7 PARTITION TEST = .2, DRAW = EXACT  

This results in a model built using exactly 20% (or very close) of the data for testing. Note that there is a 
small time cost if the EXACT method is used. Final results are reported for both the training and testing 
data, and the percentage can be modified.  

Test Sample Contained in a Separate File 
7 PARTITION FILE = ñC:\ Users \ ...ò 

This results in a model built using the data in the specified final as the test dataset. Final results are reported 
for both train and test data. 
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V-Fold Cross-Validation  
7 PARTITION CROSS = <V>  

Usually used with small datasets when one cannot afford to reserve some data for testing. The entire 
dataset is used for learning purposes, and then is partitioned into ten bins. At each fold in 10-fold CV, 
nine bins are used as a training set and the remaining bin is used as a test set. After all 10 folds are 
completed, the test results from each fold are averaged to get a fair test estimate of the all-data model 
performance. 

Variable determines CV bins 
7 PARTITION CROSS = VARIABLE_NAME 

Same as the above option, but the user has full control over bin creation by introducing a special variable 
with integer values 1 through K to mark the bins where K is the desired number of bins. You can opt for a 
different number of folds. Click the radio button and specify the variable by clicking the variable name 
(green rectangle above). 

Variable Separates Learn, Test, (Holdout): 
7 PARTITION CROSS = VARIABLE_NAME 

This is the most flexible mode. Click the radio button and specify the variable by clicking the desired variable 
name (green rectangle above). When the value for the variable is 0, the corresponding observation is 
used in the learning data; when the value is 1, the observation is used in the testing data; otherwise 
observation will not be included in any partition and assumed to be reserved for the holdout sample (i.e. 
any value other than 0 or 1; the holdout data is data that the model has never seen and can be used as a 
final assessment of model performance) 
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V Use the indicator variable mode when you want complete control over which part of the data is used 
for testing. You may also create multiple indicator variables in the same data set to experiment with 
different random seeds or learn/test ratios. 

V Use ñCross Validationò when the supply of data is limited.  

M  Use extreme care when creating your own CV bins. Each bin should be of the same size and balanced 
on the target variable. 

M  10-fold cross-validation runs are, on average, 10 times slower than using a test sample. For small data 
sets, you may not notice the difference but for large data sets using cross validation will substantially 
increase your run times. 
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Select Cases Tab 
7 SELECT <var$> <relation> '<string$>'  

The ñSelect Casesò tab allows you to specify up to ten selection criteria for building a model based on a 

subset of cases. A selection criterion can be specified in terms of any variable appearing in the data set 

(i.e. the variable may or may not be involved in the model), and is constructed as follows: 

 

 

1. Click the desired variable name (red rectangle above) which will then appear in the Variable 

textbox. 

2. Click the desired operator button (i.e.=,=>, > =<, <, or <>). 

a. Note: <> means ñnot equalò. 

3. Enter the desired value for the condition (green rectangle above). 

4. Click the Add to List button to add the condition. 

 

The condition appears in the right pane (pink rectangle above). To delete a condition, click the condition 

in the right pane (pink rectangle above), and then click ñDelete From Listò (black rectangle above). 

Here our filter is defined by three conditions:  

 

1. X2 < 2 

2. Z1$ <> ñONEò (Note: <> means ñnot equalò) 

3. X3 => -.5 (Note: => means ñgreater than or equal toò)  

 

If the model were built with these three conditions, then the model is built only with observations that 

satisfy all three of the conditions.  
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TreeNet Tab 

Regression Loss Functions 

  

7 TREENET LOSS=LAD|LS|HUBER|RF|POISSON|GAMMA|NEGBIN|COX|AUTO|TWEEDIE 

Users have the following regression loss function options. Note: Ὂ is the prediction for the ith case ὣ. 

1. LAD: Least Absolute Deviation loss function used for quantitative targets 

2. LS: Least Squares loss function used for quantitative targets 

3. QUANTILE: model a specific quantile. Example: a quantile value of .5 (specified by the user in the 

GUI) means that you are modeling the conditional median (this is identical to the LAD loss function).  

4. HUBER: Huber-M Loss Function that is a hybrid of the least squares loss function and the least 

absolute deviation loss function  

5. RF: build a Random Forest using the TreeNet engine. This allows you to see partial dependency 

plots for the Random Forest model and build RuleLearner and ISLE models for Random Forests.  

6. POISSON: Poisson loss function designed for the regression modeling of integer COUNT data, 

typically for small integers such as 0, 1, 2, 3, 4, é.  

7. GAMMA: designed for the regression modeling of strictly positive target variables 

8. NEGBIN: Negative Binomial loss function used for counted targets 0, 1, 2, 3, é 

9. COX: designed for the regression modeling of non-negative survival time with potentially a 

CENSOR variable that indicates whether the current record has been censored: 

COX CENSOR Variable: the censor variable should be coded in the following format: 1 

for non-censored and 0 if the case was censored.  
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10. TWEEDIE: Tweedie distribution loss function used for non-negative targets. Here we model the 

conditional mean under the assumption of constant dispersion, optimizes quasi-deviance using the 

following option to set the P-parameter POWER = <p> where POWER is in the range [1.0,5.0].  

§ Special Cases of the POWER = <p> parameter 

o P = 1 corresponds to the overly dispersed Poisson regression 

o P = 2 corresponds to the Gamma distribution 

o P = 3 corresponds to the inverse Gaussian distribution 

§ Target Variable Constraints (the ñtarget variableò is also called the dependent or response 

variable)  

o For power in [1.0, 2.0], the response may have exact zeroes.  

o For power in [2.0, 5.0], the response must be strictly positive.  

11. One Tree: builds a TreeNet model having a single tree and presents the single tree in a CART-like 

way, providing the tree topology as well as pruning and splitting details.  
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Classification Loss Functions 

{ŜǘǘƛƴƎ ǘƘŜ ¢ŀǊƎŜǘ ¢ȅǇŜ ǘƻ ōŜ ά/ƭŀǎǎƛŦƛŎŀǘƛƻƴέ ƛƴ ǘƘŜ Model Tab section changes the types of loss 

functions and they are show below.  

 

Classification/Logistic Binary: binary (two classes) or multinomial (more than two classes) classification. 

SPM will automatically choose between binary or multinomial classification.  

One Tree: builds a TreeNet model having a single tree and presents the single tree in a CART-like way, 

providing the tree topology as well as pruning and splitting details. This combines the natural 

interpretability of CART trees with the extreme speed, loss functions and sampling options of TreeNet. 

Differential Lift modeling- builds a differential lift model using the TreeNet engine. A binary response 

variable and a binary 0/1 treatment variable are required.  

Random Forests- build a Random Forest using the TreeNet engine. This allows you to see partial 

dependency plots for the Random Forest model and build RuleLearner and ISLE models for Random 

Forests. 
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Criterion Determining Number of Tree Optimal for Regression Model 

  

Criterion Determining Number of Trees Optimal for Regression Model 

7 TREENET OPTIMAL= MSE|MAD|MAPE 

When the Target Type is set to ñRegressionò you still have three ways to evaluate model performance: 

mean squared error (MSE), mean absolute deviation (MAD), and mean absolute percentage error (MAPE). 

The sequence of trees generated by TreeNet during the model-building phase is determined by control 

parameters such as the number of nodes and the learn rate. The model selection criterion determines the 

size of the model extracted from this sequence.  
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Criterion Determining Number of Tree Optimal for Logistic Model 

 

Criterion Determining Number of Trees Optimal for Logistic Model Model 

7 TREENET OPTIMAL= AVGLL|LIFT|ROC|MISCLASS  

7 TREENET LTHRESHOLD = .1  

7 TREENET CTHRESHOLD = .5 

When the Target Type is set to ñClassificationò you have four ways to evaluate model performance: negative 

average log likelihood (Cross Entropy), area under the ROC curve (ROC area), lift (Lift in given proportion 

of), and the misclassification rate (Classification Accuracy; note that when this option is selected, the user 

can specify the probability cutoff which is labeled as ñAssign class if probability exceeds:ò).  
 

The sequence of trees generated by TreeNet during the model-building phase is determined by control 

parameters such as the number of nodes and the learn rate. The model selection criterion determines the 

size of the model extracted from this sequence.  
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Learn Rate & Subsample Fraction 

 
 

Overfitting Protection: Learn Rate  
7 TREENET LEARNRATE=<x|AUTO> 

 
Controls the rate at which the model is updated after each training stage (see step 4 in the Gradient 
Boosting Algorithm section). This is also referred to as ñshrinkageò in Friedmanôs original articles. The 
default is AUTO, and the allowable range is 0.0001 to 1.0 inclusive. AUTO is calculated as follows: 

AUTO value = max(0.01, 0.1*min(1, nl/10000)) where nl = number of LEARN records. 

M  This default uses very slow learn rates for small data sets and uses 0.10 for all data sets with more 
than 10,000 records. ñSlow learn ratesò are learn rates that have a small value. They are referred to as 
ñslowò because smaller learning rates require more trees for the model to converge which results in 
longer runtimes (i.e. set the value for the ñNumber of trees to buildò setting to be larger if you set the 
learning rate to be smaller). We recommend that you experiment with different learn rates, especially 
rates slower than the default for larger data sets. Values much smaller than .01 significantly slow down 
the learning process and might be reserved for overnight runs. 

M  High learn rates and especially values close to 1.0 typically result in overfitted models with poor 
performance. 

Overfitting Protection: Subsample Fraction 
7 TREENET SUBSAMPLE=<x> 

A new random draw from the learn sample is conducted at each cycle. This setting controls the proportion 
of data used for learning at each cycle (the sampling is conducted without replacement; see step 2 in the 
Gradient Boosting Algorithm section). This not only speeds up the modeling time, but also guards against 
overfitting and explains occasional minor local increases in the learn error curve as a TreeNet run 
progresses. The default is 0.5 (half of the learn sample is used at each modeling iteration), and the allowable 
range is 0.01 to 1.0 inclusive. 

V It may be necessary to use values greater than the .5 default with small training files. Unlike the learn 
rate, using a sampling rate of 1.0 is not necessarily catastrophic, but values less than 1.0 are still 
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strongly recommended. You may need to experiment to determine the best rate. Sampling rates that 
are too small can hurt accuracy substantially while yielding no benefits other than speed.  

Predictors per node & Predictors per tree 

 

Model Randomization: Predictors per node (RF Style predictor selection) 

7 TREENET PREDS=<n> 

In the original TreeNet approach, all predictors would be tried as potential splitters in each node as a tree 

is being built. This is identical in spirit to the conventional CART process. However, in developing the 

Random Forests algorithm Leo Breiman demonstrated that additional benefits may be acquired if you use 

a randomly selected subset of predictors as potential splitters during the tree construction process. A new 

subset of predictors is randomly selected at each node and then used in searching for the optimal split 

value. This further reduces the mutual correlation structure of the ensemble and improves its predictive 

power. 

The RF Style predictor control incorporates this approach into the TreeNet algorithm. Now you can set the 

number of predictors to be sampled at each node during TreeNet model building and explore its impact on 

the resulting performance. 

V Breiman suggested the square root of the total number of predictors as a good starting point for this 
control. 

V By default, this control is set to 0 which allows all predictors to be sampled, thus, restoring the original 
TreeNet approach. 

Model Randomization: Predictors Per Tree 
7 TREENET TPREDS=<n> 

 

Specifies the number of predictors that are randomly selected as candidate splitters for each tree as 
opposed to each node (see the ñPredictors Per Nodeò entry directly above). A set of randomly selected 
variables is chosen and all splits in that tree are made using only those variables that are randomly selected. 
For the next tree a different set of randomly selected variables is chosen and this process continues. 
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Vary tree sizes randomly & Sample with Replacement 

 

 

Model Randomization: Vary tree sizes randomly (As Poisson) 

7 TREENET RNODES=<YES|NO> 

Remember that we control the size of each tree (this is the number of terminal nodes in a tree; see Step 3 

in Gradient Boosting Algorithm section). Jerome Friedman recently suggested that fixing the number of 

nodes for each tree in the TreeNet process may be too rigid in some contexts. For example, the 

RuleLearner® methodology aimed at extracting useful rule-sets from a TreeNet model may benefit from 

trees having varying size as the TreeNet model develops. 

When the box is checked, TreeNet will make a Poisson draw with the mean value taken from the ñMaximum 

nodes per treeò control from the TreeNet tab (purple rectangle above; in the picture above we would take a 

random number from a Poisson distribution with a mean of 6). The resulting value will be used as the actual 

requested size of the next tree to be built. Thus, as the TreeNet process develops, each treeôs size will vary 

in terms of the number of terminal nodes. 

Model Randomization: Sample With Replacement   
7 TREENET BSAMPLE=<YES|NO> 

 

Remember that each tree is constructed using a random sample (see Step 2 in the Gradient Boosting 
Algorithm section). Clicking this checkbox means that a bootstrap sample (i.e. a sample with replacement) 
is taken at each iteration. The default value is NO (i.e. unchecked which means that the sampling is 
conducted without replacement).   
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Number of Trees & Maximum nodes per tree 

 

Limits: Number of Trees to Build   
7 TREENET TREES=<n> 

Specifies the number of trees (= number of iterations) in the model. The default is 200. This is the ñMò that 

is specified in the Gradient Boosting Algorithm section.  

V You should expect to grow hundreds or even thousands of trees to get a maximum performance model. 

V The default setting for 200 trees is designed to facilitate interactive model selection and provide very 
rapid feedback. Once you have a good feel for your data and how you want to tackle your modeling 
effort, be prepared to allow for 500, 1000, 2000 or more trees.  

V Be sure to use a slow learn rate when growing many trees. 

V If the ñoptimalò model contains close to the maximum number of trees allowed (e.g., more than ¾ of the 
maximum), consider growing more trees. 

Limits: Maximum Nodes Per Tree  
7 TREENET NODES=<n> 

Specifies the maximum number of terminal nodes in each tree. The default is 6. This is the ñJò that is 
specified in Step 3 in the Gradient Boosting Algorithm section. As this number increases, TreeNetôs ability 
to model interactions increases (more than two nodes are required to detect interactions and the default 
six-node tree appears to do an excellent job)  

V You can grow TreeNet models made up of two-node trees. These tiny trees (also known as ñstumpsò) 
can be surprisingly powerful and are well worth experimenting with. 

V Two-node trees contain only a single variable and a single split. Because only one variable is ever 
involved in a model update, the models cannot detect interactions and thus can be described as main-
effects additive models. 

M  In the presence of missing values in the learn sample, TreeNet may choose to build more nodes in a 
tree to accommodate missing value pre-splits. 
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M  TreeNet may also choose to build smaller trees when the larger trees canôt be constructed due to 
sample size or other limitations. 

M  Nothing prevents you from requesting trees with quite a few nodes (e.g., more than 12) but doing so is 
likely to undermine TreeNetôs slow-learning strategy. Large trees can also place unnecessary burdens 
on your computerôs memory resources. 
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Max Tree Depth & Terminal Node Minimum 

 

Limits: Maximum Tree Depth  
7 TREENET DEPTH=<n> 

Specifies the maximum depth for each tree. Note that the ὔόάὦὩὶ έὪ ὝὩὶάὭὲὥὰ ὔέὨὩίς Ȣ The default 
value is 100,000. Note that the setting for the maximum number of terminal nodes (discussed directly 
above) interferes with this setting: as an example, the default setting for the maximum number of terminal 
nodes is 6, so with the default settings the tree cannot go beyond 6 terminal nodes. Consider the following 
CART tree with a maximum depth of 6 (Note: there are 11 terminal nodes so even if the depth were set to 
6 this tree would not be possible because the maximum number of terminal nodes is 11).  

 

Limits: Terminal Node Minimum: Cases  
7 TREENET MINCHILD=<n> 

Controls how small individual terminal nodes are allowed to be when the Terminal node Minimum control 

is set to ñCases.ò In our example, the value setting of 10 (which is the default value) indicates that only 

terminal nodes that have more than 10 observations can be in the model. Setting this control to larger 

values may result to smoother models; however, past a certain point, the model may start experiencing the 

loss of accuracy. The best values for this control are usually determined experimentally. 

V When working with small training samples it may be vital to lower this setting to five or even three. 

 

Limits: Terminal Node Minimum: Hessian  
7 TREENET MHESS=<v> 

When the Terminal node Minimum control is set to ñHessian,ò this specifies the minimum value for the 
hessian in each terminal node for NEWTON models (also known as RGBOOST models). The default 
value is 1.0 and works in conjunction with MINCHILD (see Terminal Node Minimum: Cases directly 
above). 
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Influence trimming speed-up 

 

Total Influence Fraction 

7 TREENET INFLUENCE=<x> 

Classification only. Influence trimming is a form of data selection designed to focus the TreeNet learning 

process on the most important data records. It is the mechanism by which suspicious data are ignored. 

There are two types of data records that are dropped due to the influence trimming: those that are far from 

the decision boundary and classified correctly and those that are far from the decision boundary and 

misclassified. The former have very small logistic residuals, contribute next to nothing to the model 

refinements during subsequent iterations and therefore can be safely ignored. The latter have very large 

logistic residuals, which could be an indication of being outliers or otherwise problematic records with the 

potential to severely distort model evolution and thus needed to be ignored too. 

V If you have no concerns about the quality of your data you might consider turning this feature off by 
setting the Total Influence Fraction to 0. 

V It is always worth experimenting with a few values of this factor to see what works best. We recommend 
settings of 0, 0.1, and even 0.2. 

The Influence trimming factor can vary between 0.0 and 0.2, with larger values generally having larger 

effects. 

 

Default Buttons 
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Defaults buttons 

The group of buttons in the lower right corner of the TreeNet tab allows you to specify new defaults for any 
subsequent TreeNet run. The defaults are saved in the TreeNet initialization file and persist from session 
to session. 

Std. Defaults ï press this button to restore the original ñfactoryò settings. 

Save Defaults ï press this button to save the current settings as the new defaults. 

Recall Defaults ï press this button to recall previously-saved defaults. 

For example, you might decide that your typical TreeNet run should use a 0.01 learn rate, 1000 trees, two 

nodes (to force additive models), and the least squares loss criterion. Just set these parameters and press 

Save Defaults. In future sessions, TreeNet automatically assumes the new settings unless you manually 

override them. 
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Save Groveé Button 

 

Save Groveé Button  

To save the model after the model has been built, click the Save Groveé button and specify a save location. 
A grove is a special file that stores the model. Groves have a variety of uses: you can view model results 
without having to rebuild the model (especially useful when the dataset is large), you can send groves to 
other SPM users so they can open your model in their copy of SPM, and, perhaps most importantly, models 
that are saved to grove files can be used to generate predictions for datasets (see the Score section for 
more information).  
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Plots & Options Tab 
The Plots & Options Tab allows you to set options for creating one and two-variable partial dependency 

plots (PDPs) that are generated automatically as a part of the TreeNet modeling run (Note: see the 

Create Plotsé section for details on how to create PDPs after a TreeNet modeling run). PDPs are 

generated only for variables with a positive variable importance score.  

7 TREENET PLOTS= <YES|NO>,<YES|NO>,<YES|NO>,<YES|NO>  

 
 
The settings above accomplish the following: Requests 30 one variable partial dependency plots that 

are constructed using 500 randomly selected observations), and requests two variable partial 

dependency plots involving the top 5 variables that are each constructed using 5000 randomly selected 

observations. Note: the number of two variable dependency plots created is ñ5 choose 2ò and that the 

largest number of two variable dependency plots that can be created is set to 500. The total number of 

Plots Estimated (black square above) is 40 
ς

 

 

Warning: Number of PDPs 
The user specifies the number of variables involved in creating the partial dependency plots (PDPs) for 

the one variable PDPs (see 30 above) as well as the number of variables involved in creating the two 

variable PDPs (see 5 in the picture above). In general, the number of Plots Estimated (black square 

above) is computed using the following formula (refer to the colors in the picture above):  

╟■▫◄▼ ╔▼░□╪◄▄▀╝◊□╫▄► ▫█ ╥╪►░╪╫■▄▼ █▫► ╤▪░○╪►░╪◄▄ ╟╓╟▼ 
╝◊□╫▄► ▫█ ╥╪►░╪╫■▄▼ ╕▫► ║░○╪►░╪◄▄ ╟╓╟▼

ς
 

The number of plots estimated can become very large when the number of predictor variables is large 

and the ñAllò buttons are selected (they are currently not selected; click the button to select). The ñAllò 

option for the one variable plots requests that a PDP is generated for every variable with a nonzero 

variable importance score in the model. The ñAllò option for the two variable plots requests that a PDP 

is generated for every combination of variables with a positive variable importance score. Note that you 
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can define an upper limit (in this case the upper limit is 500) for the number of two variable PDPs 

generated.  

Other Plotting Options 

 

Center Plotted Values 

7 TREENET CENTER = <YES|NO> 

Controls whether the partial dependency plot is centered. The default is YES.  

Save Plot Data 

7 TREENET PF = ñC:\ Users \ Name\ plot_data.xmlò 

Specifies an XML-like text file in which TreeNet should store the data upon which the error rate profile, 
pair plots, and single plots are based. 

N Bins for ROC/Lift 

7 TREENET GB = <n>  

Specifies the number of bins for ROC and Lift computations. The default value is 10. 

Random Number Seed 

7 TREENET SEED = <n> 

Specifies the seed for the next TreeNet operation. The default is 987654321. 

For each performance criterion (ROC, Lift, R2, MAD, etc.) save detailed info for how many top ranked models 

7 TREENET FR = <n>  

Controls how many "good models" are identified to generate complete results including confusion 
matrices, gains, ROC, and threshold tables. The default is 1, which means the best single model for each 
available optimality criterion is tracked (i.e., 4 for binary classification models and 2 for multinomial 
classification and regression models). If FR is set to 100 and the model is a binary classification model 
(with four optimality criteria), then TreeNet will track the best 100 models equally across the four 
optimality criteria (about 25 models per criterion), accounting for models which are considered good by 
several criteria. A high value for FR results in a potentially lengthy "reconciliation" after the tree building is 
done and increases memory requirements of TreeNet as well as the size of the grove file, but it makes full 
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results available for a greater number of models that are of potential interest to the analyst. We 
recommend keeping this setting well below 10 for routine modeling.  
Variable containing Start Values for Model Continuation 

 

Variable Containing Start Values for Model Continuation 

7 TREENET INIT = <Variable_Name>  

Specifies a variable that contains ñstart valuesò for the model. This can be a constant or a record specific 
adjustment. This is very useful in hybrid modeling approaches where TreeNet model is developed as a 
follow up model to previously constructed model. For example, a linear regression model (captures main 
linear trends) may be followed by TreeNet to explore departures from linearity and also interactions.  
 
A typical use for the INIT variable is to start a new model from the end-point of a previous TreeNet model. 
The INIT variable could be derived from a SCORE operation in SPM or predictions saved during the model 
building (i.e. this is the variable called ñRESPONSEò when you write the predictions to a file).  
 
INIT values could also be derived from other models like logistic regression, but the logit score (i.e. the log 
odds) should be multiplied by 0.5 to conform to the TreeNet scale (gradient boosted trees for binary 
classification operate on the one-half log-odds scale). INIT values for a logistic loss model must be in the 
range [-10.0, 10.0]. 
 
INIT values for the following losses: POISSON, GAMMA, NEGBIN, TWEEDIE, COX must be in the range 
[-30.0, 30.0] to reflect the logarithmic scale of the raw internal TN response.  
 
To reset the INIT option so that no start values are used, use INIT = 0.  
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Monotonicity 

 

Monotonicity 

7 MONOTONE UP = <VAR1>, <VAR2>, é 

7 MONOTONE DOWN = <VAR1>, <VAR2>, é 

 
Constrains the direction of the impact of a predictor in a TreeNet gradient boosting model. For instance, 
you can constrain a variable to have a monotonically increasing or decreasing relationship with the target 
variable. You can verify this effect of this constraint by examining the partial dependency plot for the 
specified variable(s) (these plots will be monotonically increasing or decreasing).  
 
To set the monotonicity control, click the checkbox next to Monotonicity, and then specify the desired 
variables to be ñMonotone Upò or ñMonotone Downò by clicking the appropriate checkbox (red rectangle 
above). If a variable is not specified to be ñMonotone Upò or ñMonotone Down,ò then that variable will not 
be constrained.   
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TN Advanced Tab 
 

Subsample Separately by Target Class 

 

 

Use Advanced Sampling Methods 

7 TREENET SUB1 = <p1>, SUB0 = <p2>  
By default, a subsampling fraction of .5 is used for all records in the dataset (see the ñSubsampling Fractionò 
on the ñTreeNetò tab for more information). You can specify separate sampling rates for the target classes 
in binary classification models only. This is useful if one class is rarer than the other; you may want to 
subsample 100% of the rare class to ensure representation in the model.  
 
In the Use Advanced Sampling methods section in the picture above we set the sampling rate of the 
positive cases to be .7 whereas the sampling rate for the negative cases to be .10. The picture above 
corresponds to the following commands: TREENET SUB1 = .7, SUB0 = .1  
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Controls to Reduce Required RAM (slower)  

 
 

Use Sparse Storage for Variables 

7 TREENET SPARSE = <CONT|CAT|BOTH>  
Specify sparse storage for continuous variables (CONT), categorical variables (CAT), or both continuous 
and categorical variables (BOTH). 

Low Memory Mode 

7 TREENET LOWMEMORY = <YES|NO> 
Requests 33% smaller memory footprint during model building, which may result in longer modeling times.  

No Continuous Variables Indexing 

7 TREENET INDEX = <YES|NO>  
Controls whether a copy of the continuous variable index is enabled or disabled. The default is YES. When 
an index is used computations are at their fastest but total memory consumption is 3X (or 2X when 
LOWMEMORY = YES). Note that categorical predictors never use indexing. 
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Influence Trimming Limited to Focus Class and/or Correctly Classified 
 

 

Influence Trimming to Focus Class Misclassification and/or Correctly Classified 

7 TREENET TRIMGOOD=<YES|NO>, TRIMBAD=<YES|NO>, TRIMPOS=<YES|NO>, 

TRIMNEG=<YES|NO>, TRIMAFTER=<N> 

The following options provide more specific controls over when, where, and what to trim: 

TRIMPOS turns on influence trimming for the FOCUS class records (the default is YES, applies to 

LOSS=LOGIT only). 

TRIMNEG turns on influence trimming for the OTHER class records (the default is YES, applies to 

LOSS=LOGIT only). 

TRIMGOOD turns on influence trimming for CORRECTLY classified records (the default is YES). 

TRIMBAD turns on influence trimming for INCORRECTLY classified records (the default YES). 

TRIMAFTER turns on influence trimming after <N> trees are grown. 

The default setting is that both the ñFocusò class and the ñOtherò class are trimmed as well as both the 

ñCorrectò and ñMisclassifiedò.  
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Model Variance-Dispersion Component Separately 

 

 

Variance-Dispersion Component 

7 TN SIGMA=<YES|NO> 

Activates modeling of the variance component and the mean component for the key regression losses 

Least Squares (LS), Least Absolute Deviation (LAD), Huber-M, and the two-parameter losses Gamma and 

Negative Binomial. SIGMA=YES models both mean/location and variance/dispersion of the response 

surface, potentially doubling modeling time, but usually producing smoother surfaces. 
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TN Interactions Tab 

Interaction Control Language (ICL) 
Interaction reporting and enforcing is one of the most recent additions to the TreeNet engine. Most controls 
and reports are available through command line with some features supported at the GUI level. The 
reference for the interaction statistics to be described is ñPredictive Learning via Rule Ensemblesò by 
Friedman and Popescu (2005). The interaction measures discussed below are sometimes referred to as 
ñH-squared statistics.ò  
 
The main machinery behind interaction reporting is based on the comparison between a genuine bivariate 
plot (where variables are allowed to interact) and an additive combination of the two corresponding 
univariate plots. By gauging the difference between the two response surfaces you can measure the 
strength of interaction effect for the given pair of variables. The entire process is automated to quickly 
identify variables and pairs of variables most suspected to have strong interactions. 
 
The core idea behind interaction enforcing is that variables can only interact within individual trees. 
Therefore, providing fine controls over how individual variables can enter into a tree is the key to allowing 
or disallowing different interactions. For example, requesting 2-node trees (one split per tree) effectively 
disables all interactions because any TreeNet model is always additive across trees. This approach can be 
further expanded to multiple node trees by controlling which variables are allowed to jointly appear within 
individual branches. 
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SPM offers several straightforward ways to control interactions during the model-building process. In the 

TN Interactions tab of the Model Setup window one can choose: 

All variables interact 

Click to let all variables interact with each other (i.e. the model is not restricted in any way). This is the 
default setting.  

No variables interact (Additive) 

Click to ensure that none of the variables interact. In this case, each tree is built using only one variable. 
Note that this contrasts with a boosted stumps model: a boosted stump model is a gradient boosted tree 
model where each of the trees have only one split (i.e. only one variable is used so there are no interactions 
between variables). Additive trees use only one variable, but, in contrast to boosted stumps, can have more 
than one split in each of the trees.  
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Selected variables interact 
7 ICL ALLOW <variable list> /degree  

The user-selected group of variables can interact among themselves up to the specified degree.  
 
In the following example, we only allowed up to a 3-way interaction between Z1$, Z2$, X1, and X4.  
  

 
 
This means that in the TreeNet model we can have the following interactions only (the other variables are 
forced to enter the model additively): 

1. Z1$ and Z2$ 
2. Z1$ and X1 
3. Z1$ and X4 
4. Z2$ and X1 
5. Z2$ and X4 
6. X1 and X4 
7. Z1$, Z2$, and X1 
8. Z1$, Z2$, and X4 
9. Z1$, X1, and X4 
10. Z2$, X1, X4 

The corresponding commands associated with the settings in the picture above are the following:  

ICL ALLOW = Z1$, Z2$, X1, X4 / 3  

The command line offers greater control over the specific structure of interactions that are allowed or 

disallowed in a TreeNet model. Here we provide brief highlights on the subject, the complete description of 

the command listed below can be found in the Command Reference guide. 

7 ICL ADDITIVE = <variable list>  
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This command has the highest priority and prevents any and all interactions in the TreeNet among the 

variables listed on the command. In the presence of any other ICL command (see below), the remaining 

variables are allowed to interact as usual. 

7 ICL ALLOW <variable list> /degree  

This command allows the listed variables to interact only among themselves, provided that they do not 

occur on the ADDITIVE list. Multiple ALLOW commands with possibly overlapping lists of variables are 

admissible. The variables are allowed to interact only if they occur on one or more ALLOW lists and do not 

occur on the ADDITIVE list, 

V The best practice is either to define an ADDITIVE list or defining a collection of ALLOW lists but never 
both. The former case is equivalent to a pair of complementing ADDITIVE and ALLOW statements, 
while the latter is equivalent to having an implied complementing ADDITIVE command. 

7 ICL DISALLOW <variable list> /degree  

This command only works ñinsideò of an existing ALLOW command. It further refines additional 

combinations of variables that are specifically not allowed to interact among themselves, even though they 

are allowed to interact with any other member of the ALLOW group. 

 

TN Interactions Tab: Interaction Inhibition via Penalties 

 

Interaction Inhibition via Penalties  

7 ICL PENALTY = <v>  
Imposes a penalty on introducing a new variable into a branch of the tree under construction. If X1 and X2 
are already on a given branch, then the penalty causes TreeNet to continue using these two variables to 
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extend the branch. This penalty is intended to inhibit interactions in general.  The corresponding commands 
in the picture above (red rectangle above) are ICL PENALTY = .53  

 
 
 
Interaction Statistics 

 

General Interaction Strength Reports 

7 TREENET INTER = <YES|NO>  
Provides a report concerning the percent of the variance in the predicted response that is accounted for by 
an interaction between a particular variable and any other variable in the model (this is equation 45 in 
Section 8.1 in Predictive Learning via Rule Ensembles by Friedman and Popescu, 2005). 
   

M  Generating interaction reports consumes approximately same amount of time as generating all partial 
dependency plots which may be comparable with the model building time and even longer. 

The interaction strength report is titled ñTreeNet Interactionsò and here we will first look at the ñWhole 

Variable Interactions Scoreò report which is located in the Classic Output Window after running the TreeNet 

model. Y 

Viewing the Whole Variable Interaction Score Report: 

1. After the TreeNet model has finished, click Window > Classic Output 
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This opens Classic Output Window 

 

2. In the Classic Output Window, click the ñTreeNet Interactionsò link on the left (red rectangle below) 

to see the ñWhole Variable Interactionsò report (green rectangle below). See below for information 

concerning the interpretation.   
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Whole Variable Interaction Score Report 

 

This table provides the list of all available predictors sorted according to the suspected overall interaction 

strength. The interaction strength is on the % scale, which in this example, indicates that 37.52822% of the 

total variation in the predicted response can be attributed to an interaction of the categorical variable Z2$ 

with any other variable in the model. The same interpretation applies to the remaining variables in the list. 

The report is only approximate and may require further investigation, including trying various interaction 

enforcing strategies described in the section using the Interaction Control Language (ICL). 

Max 2-Way Interactions to report 

 

Max 2-Way Interaction to Report 

7 ICL N2WAY = <v>  
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Specifies a limit on the number of two-way interactions to report after the TreeNet model run finishes and 
defaults to 5. A value of 5 means that five 2-way interaction reports will be generated. Each interaction 
report provides an interaction score between the variable of interest and paired with the each of variables 
in the model (i.e. if X1 is the variable of interest, then there will be a variable interaction score for X1 and 
X2, X1 and X3, X1 and X4, X1 and Z1$, and so on; this constitutes 1 of the five two-way interaction reports). 
 
V Make sure that ñGeneral Interaction Strength Reportsò (orange rectangle above) is selected in 
addition to the ñMax 2-way interaction to reportò option (blue rectangle above) 

 

Viewing the 2-way Interaction Report 

1. After the TreeNet model is finished, click Window > Classic Output 

 

This opens the Classic Output Window. 

2. In the Classic Output Window, click the ñTreeNet Interactionsò link on the left (red rectangle below) 

and scroll down until you see the ñ2-way Interaction Statsò report (green rectangle below) 
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Interpreting the 2-way Interaction Report 

Here are the top 2 (of 5) requested interaction reports: 
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¶ Score Global (on the % scale) shows the contribution of the suspected interacting pair normalized 
to the overall response surface (total variation of the predicted response).  

o A value of zero means that the interaction under consideration has no effect on the overall 
model.  

o Example: 37.08393% of the total variation in the predicted response is accounted for by 
the interaction between Z2$ and Z1$ (see the picture directly above)  

o Reference: this metric is described in the last paragraph in Section 8.1 of ñPredictive 
Learning via Rule Ensemblesò by Friedman and Popescu. Score Global is equation 44 with 
the denominator of equation 44 replaced by the denominator used in equation 45 in Section 
8.1 in ñPredictive Learning via Rule Ensemblesò by Friedman and Popescu (2005). 

¶ Score Local (on the % scale) shows the contribution of the suspected interacting pair of variables 
normalized to the two-variable partial dependency function of the pair of variables under 
consideration (two-variable partial dependency functions are used to generate the two-variable 
partial dependency plots) 

o A value of zero means that there is no interaction between the two variables under 
consideration.  

o Example: 48.75050% of the total variation in the joint marginal distribution of Z1$ and Z2$ 
is accounted for by an interaction between Z1$ and Z2$ (the rest is accounted for by 
additive effects for Z1$ and Z2$ or random noise) 

o Reference: Score Local is equation 44 in Section 8.1 in Predictive Learning via Rule 
Ensembles by Friedman and Popescu, 2005)  

V Score1 is always smaller than Score2. 

V A small Score1 value combined with large Score2 indicates a strong interaction even though the overall 
contribution of this pair, compared to the remaining variables, is rather insignificant. 
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It is worth reminding that all interaction reports are based on the patterns in which variables appear together 

on the same branch of a tree in the TreeNet model. The reports can be considered as no more than a set 

of hypotheses because apparent interactions may be due to chance factors or, alternatively, may not be 

needed to obtain the best possible mode by changing the overall model composition. You can use this 

report as a starting point to guide the follow up use of the ICL commands (see the next section). One can 

test whether an interaction is "real" by preventing it from occurring in a new TreeNet model. If imposing 

such a restriction does not harm model performance, then the interaction is declared to be "spurious." In 

general, it is best to constrain the models by first restricting the less prominent interactions and gradually 

imposing more and more restrictions. 

 

Top Variable Interaction Pairings by Score Global  

This report sorts the pairs of interactions using their Score Global value in descending order which is 

convenient when the number of variables in the model is large. 

Top Variable Interaction Pairings by Score Local 

This report sorts the pairs of interactions using their Score Local value in descending order which is 

convenient when the number of variables in the model is large. 

 

These reports can be accessed by clicking the desired links below (red rectangle below) and can be seen 

in classic output (green rectangle below for the Score Global sorted report and the blue rectangle below 

for the Score Local report) 
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Pairwise interactions details 

 

Pairwise interactions details 

7 TREENET VPAIRS = <YES|NO>  
Requests reports describing pairwise interactions of predictors. In particular, you will see a report with a 
title similar to ñMost Common Same-Branch Pairwise Interaction By Occurrence.ò  
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Viewing Pairwise Interaction Details 

1. After building the TreeNet model, click Window > Classic Output 

 

This opens the Classic Output Window. 

2. In the Classic Output Window, click the ñMost Common Same-Branch Pairwise Interactions by 

Occurrenceò link on the left (red rectangle below) and the ñMost Common Same-Branch Pairwise 

Interactionsò report appears (black rectangle below). 

 

Interpreting Pairwise Interaction Details 
 

1. The variable X1 is used with the variable X1 on the same branch 104 times and the first time 

this occurred was in tree 1. 

 

a. Note that the double star ** denotes a variable being used more than once on the same 

branch. 

 

2. The variable Z1$ (the dollar sign denotes a categorical variable) is used with the variable X1 

are used on the same branch 33 times and the first time this occurred was in tree 4 (i.e. iteration 

4).  
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Class Weights Tab 

 

7 CW BALANCE|UNIT|SPECIFY  

The original intent behind the concept of class weights is to allow powerful modeling controls similar to 

PRIORS controls in the CART engine. Internally, TreeNet trees are optimized for speed and efficiency and 

do not directly support the prior probabilities concept. This is where class weights become useful.  

Class weights allow you to specify weights for each member of a class. For example, an observation from 

class 1 could count twice as much as an observation from class 0. Note that this is as if one doubled 

(ignoring some fine differences) the prior probability of class 1. Class weights are distinct from individual 

case or record weights and both types of weights can be used at the same time. 

The following three class weights options for the logistic binary model are available: 

BALANCED - As the name implies, this setting is intended to rebalance unequal class sizes. Automatic 
reweighting ensures that the sum of all weights in each class are equal, eliminating any need for manual 
balancing of classes via record selection or definition of weights. 

V This is equivalent to the PRIORS EQUAL setting of CART. 

UNIT - This setting takes the relative sizes of the two classes as given and does not attempt to compensate 
by adjusting weights for the smaller class. This is the default setting and is recommended for the binary 
logistic regression. 

V This is equivalent to PRIORS LEARN setting of CART. 

SPECIFY - Lets the user specify class weights. This is the most flexible option. You can set any positive 
values for each class. 

M  While class weights can influence how a TreeNet model evolves and how it performs in prediction, 
these weights will not influence any reports involving record or class counts. The class weights are 
ñvirtualò and are used to influence the model-building process. 












































































































































































































































































